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Champion of No Cost Trusted Advisory Programs

• Architect led collaborative workshops
Interactive no products pitched education

• XForce Cyber Range Exercises 
Exclusive Sessions available at cost

• Solution and Threat Briefings

• IBM Center for Government Cybersecurity
Understand cyber threats with the IBM Center for Government Cybersecurity

https://www.ibm.com/security/services/us-federal-cybersecurity-center

• Onsite collaborative exercises/knowledge sharing/tech days
Can be jointly delivered with State Officials

• IBM Sponsored External Committees
www.IJIS.org   IJIS Institute Cybersecurity Task Force

www.NASCIO.org  National Assoc State CIOs

Privacy and Cybersecurity Working Groups

www.ATARC.org  Advanced Technology Academic Research Center

Government Grants, Higher Ed, and Cyber Defense Working Groups California

California Cybersecurity Task Force- Workforce Development-Education 
Subcommittee

▪ XForce Exchange Threat Intelligence Forum

https://exchange.xforce.ibmcloud.com

▪ IBM Security Learning Academy

Hundreds of no cost Tutorials/Hand on Labs

https://www.securitylearningacademy.com

▪ IBM's New Collar / Apprentice programs

https://www.ibm.com/impact/feature/apprenticeship

▪ IBM's Skills Build (Resources for Learners, Educators and 
Organizations)

https://skillsbuild.org

▪ XForce Webinars on Threat Landscapes

▪ IBM Security Solution User Groups

▪ Regional/Nationwide Security Leaders Round Tables

www.SECRT.us

Grass roots, non sponsored, no cost Security Executive Round Tables 
Nationwide, initially founded by Mike Melore and a dozen CISOs, now at 21 
active Nationwide chapters, 1500+ opt in security leaders as members.

http://www.ijis.org/
http://www.nascio.org/
http://www.atarc.org/
http://www.secrt.us/




“
The marketing moment offered by ChatGPT is 
incredible. We’ve seen these moments before a 
company called Netscape brought the web 
browser to everybody’s attention.”

“
What ChatGPT has done is help make
AI real to many people who kind of were 
aware of it but didn't maybe quite see
what the power of AI would be.”

IBM CEO, Arvind Krishna
Excerpts from a Financial Times interview

February 16, 2023





Artificial Intelligence





ChatGPT has initiated a 
massive surge of 
interest in AI

A Google Trends comparison of the search terms “ai”, ”chatgpt”, and “covid-19” from April, 2019 to April, 2023



“ Interesting analysis evocative of  two truths:
1.The first report is usually wrong
2.It is exceedingly difficult to unseat a first impression “

Heather McMahon
Artemist Advisory Group, LLC



•Misinformation is false, but not created or shared with the 
intention of causing harm.

•Disinformation is deliberately created to mislead, harm, or 
manipulate a person, social group, organization, or country.

•Malinformation is based on fact, but used out of context to 
mislead, harm, or manipulate.

Clearing up the Unclear



Internet search and online 
advertising is at the forefront of 
AI investment





Generative AI: Code 
generation



Using ChatGPT, like any AI system, comes with certain risks. Here are the top five risks to consider:

Misinformation and Inaccurate Information: ChatGPT can generate plausible-sounding but false information, 
potentially leading to the spread of misinformation or incorrect advice.

Bias and Discrimination: ChatGPT may inadvertently produce biased or discriminatory content based on the data 
it was trained on, which can perpetuate stereotypes and offend users.

Privacy Concerns: If not properly configured and monitored, ChatGPT can generate text that unintentionally 
leaks sensitive information or violates privacy rights.

Malicious Use: There is a risk that ChatGPT can be used for malicious purposes, such as generating spam, 
phishing emails, or harmful content.

Security Vulnerabilities: Like all software, ChatGPT may have security vulnerabilities that could be exploited by 
malicious actors to gain unauthorized access or disrupt its functioning.

Briefly outline the top 5 risks in using ChatGPT



A good security policy for ChatGPT should be comprehensive, clear, and tailored to your specific use case and 

organization. Below is a template that outlines key components of a security policy for ChatGPT. Remember to 

customize it according to your organization's needs, industry regulations, and risk tolerance.

[Organization Name] ChatGPT Security Policy

1. Purpose and Scope

Define the purpose of this security policy, including the protection of data, resources, and the responsible use of 
ChatGPT within your organization.

Specify the scope, outlining which systems, users, and data this policy applies to.

2. Access Control and Authentication

Describe user authentication methods required to access ChatGPT.

Specify who is authorized to use ChatGPT and under what conditions.

Outline procedures for onboarding and offboarding users.

3. Data Privacy

Address the handling of sensitive or personal data when using ChatGPT.

Define data classification levels and how each should be treated. Specify data encryption, storage, and retention 
policies.

What is a good security policy for ChatGPT?



Generative AI: 
Image generation

Award-winning painting generated by Midjourney

Midjourney

Stable Diffusion

DALL-E



Our principles and pillars in practice / Foundation models

Foundation 
model risks

Input
Risks associated with the content provided to 
foundation models

Output
Risks associated with the content 
generated by foundation models

Other challenges
Risks associated with how foundation 
models are used

Traditional 
Risks known from earlier 
forms of AI

Data laws

Privacy

Robustness

Fairness Transparency

Amplified
Known risks intensified by 
foundation models

Fairness

Intellectual property

Privacy

Transparency

Explainability

Misuse

Accountability

Environment

Human agency

Human dignity

Impact on jobs

Legal uncertainty

New 
Emerging risks intrinsic to 
the generative capabilities 
of foundation models 

Intellectual property

Value alignment

Privacy

Robustness

Fairness

Harmful code generation

Intellectual property

Misuse

Privacy

Traceability

Value alignment

Diversity and inclusion

Impact on education

Intellectual property

IBM’s point of view on 

foundation model 

opportunities, risks, and 

mitigations outlines three 

categories of risk to help 

clarify potential risks and 

mitigation mechanisms.



Cost of a Data Breach Report

553 breaches studied

16 countries/regions

17 industries

18th year

18



Cost of a Data Breach 2023 Report

$9.48M

Complex Security 
Environments

Cost per stolen PII 
customer record

$1.4M

$181

Time to identify and contain

US average: 218 days    ($1.02M savings under 200 Days)

Identify 48 Contain

Average cost savings with incident response teams 
and IR testing vs. low levels in IR teams & testing

$1.49 million

US average cost of a data breach (global $4.45M)

82%
Breaches were based on 
Cloud data

Top Mitigating 
Factors

170

• Discover and protect data across 
cloud environments 

• Security AI and Automation

• Adopt an attacker’s perspective 
of your organization’s 
environment

$1M
Cost increase where remote 
work was a factor in the breach 

$850 thousand
Cost savings due to security AI 
and automation

20%
Top Attack Vector: Phishing

Second:  Compromised Credentials 



21IBM Security / © IBM Corporation 2021

Key findings

– Data breach costs reached a record high, 
$4.35M Globally, $9.44M US.

– The United States ($9.44M) was the costliest 
country. Healthcare ($10.10M) was the 
costliest industry.

– The biggest cost savings was due to deploying 
incident response, XDR and AI/automation. 
Breach costs at orgs with fully deployed 
security AI/automation had an average cost 
$3.05M less than orgs with no security 
AI/automation deployed.

– 41% increase in ransomware breaches from 
2021 – 2022.  Average cost $4.5M excluding 
ransom

– A zero-trust approach was effective at 
mitigating costs. Breaches at orgs with 
mature zero trust deployment were $1M less 
than orgs without zero trust. 

– Cloud breaches were least costly in hybrid 
cloud environments. Breaches in hybrid 
clouds were $1M less than breaches in public 
clouds.

– Remote working due to COVID-19 increased 
cost. Breaches where remote work was a 
factor averaged $1 million more than 
breaches where remote work was not a 
factor.



Cost of a Data Breach 2023 Report

$9.48M

Average total cost of a 
breach of >50M records

Cost per record for 
compromised customer PII

$387 million

$180

Time to identify and contain

Global average: 277 days    ($1.1M savings under 200 Days)

Days Less with Security AI and 
Automation 29

Days Less withExtended 
Detection and Response (XDR)

Average cost savings with incident response teams 
and IR testing vs. no IR teams or testing

$2.66 million

US average cost of a data breach (global $4.35M)

45%
Breaches Cloud-based

Top 3 cost 
amplifying 
factors

74

1. Compliance failures
2. System complexity
3. Cloud migration

Top 3 cost 
mitigating 
factors

1. AI platforms
2. Encryption
3. Analytics

$1M
Cost increase where remote 
work was a factor in the breach 

$3.05 million
Cost savings due to security 
AI and automation

19%
Share of breaches caused by 
compromised credentials



Workflow

Advanced Analytics
Cognitive

Threat Hunting

DETECT ENRICH

INVESTIGATE

ORCHESTRATE

Incident Response



30%
of assets are unknown or unmanaged 

due to rapid transformation. 1

Organizations have been 

compromised by an unknown or 

unmanaged asset. 2

By 2026, non-patchable attack 

surfaces will grow to account for 

more than half of an enterprise’s total 

exposure. 3

76%

50%

1 Forrester Attack Surface Management

2 2023 ESG Security Hygiene and Posture Management Remains Decentralized and Complex

3 Gartner, Implementing A Continuous Threat Exposure Management Program

The reality of expanding 

attack surfaces.



05. Customize & Repeat

Can an adversary reach my objective?

03. Authorize

What assets should be in scope for continuous 

validation?

04. Validate

How can I test my program free from 

assumptions?

01. Discover 

What does my attack surface look like to an 

adversary?

01

02. Prioritize

What makes my organization tempting to an 

adversary?

02

03

04

05

How Attack Surface Management Works

Build Resilience with 

Offensive Security



©Randori, an IBM Company. All rights reserved.

Cyber Asset Attack Surface Management (CAASM)

Aggregates and Consolidates Asset Data from Known Sources

Attack Surface Management (ASM)

Discover Shadow IT & Validate Risk of Internet Facing Assets

Tells you what you don’t know. Organizes what you already know.

XDR

VM

AWS

CAASM

CMDBInternet 
Exposure

ASM

Email 
Domain

ASM & CAASM

Complementary but Different 

Solutions

EPP

IAM



XDR - Extended Detection and Response Threat 

Hunting

Incident

Management

CP4S 

Set Up
Investigation



Public Service Announcement
Nationwide Credit Reporting Agencies



Lockdown Your Credit 
Reporting 

• https://www.equifax.com/

• https://www.experian.com/

• https://www.transunion.com/

• https://Innovis.com/

https://www.transunion.com/
https://www.experian.com/
https://www.transunion.com/
https://innovis.com/
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